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SUMMARY

OBJECTIVE

To optimally process surfaces of three-dimensional data to maximize the

detection of a ridge-like structure in upper ocean reservation data.

RESULTS

Although based on a very small number of sample points, overall results

suggest the structure can be filtered out of noisy data.

RECOMMENDATIONS

Possible directions for further work include:

o A more elaborate matched filter, possibly using a complex set of

filter coefficients, may improve detection performance.

o Different transforms and mappings may be investigated to put data in

different coordinate systems, thereby providing methods to enhance

certain structures.

o Statistics of the energy ratio data should be derived to allow a sys-

tematic means for setting the threshold for a specified false alarm

rate.
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1 .0 INTRODUCTION

The objective of the work documented in this report was to optimally process

surfaces of three-dimensional data to maximize the detection of a ridge-like

structure in upper ocean reservation data. The source of the active sonar

acoustic data was from an experiment performed by the University of California

Marine Physical Laboratory (MPL) in 1977. The details and objectives of that

experiment are not important to this report. The data were supplied on digi-

tal magnetic tape as a time series containing samples frcm the output of the

active sonar receiver. Successive time intervals were time-blocked in the

data so that they could be displayed as successive lines of a display as shown

in figure 1. Since returns from a wave propagating toward the receiver are

received at successively earlier times, the "signal" in this case is perceived

as a ridge running diagonally across the data frame.

Processing of this type of data by a matched filter approach was simpli-

fied by the fact that detection work for a similar structure was already under

way as part of the NOSO Block Program in Long Range Undersea Surveillance.

The software to implement a two-dimensional Fourier transform followed by a

two-dimensional matched filtering operation was already installed on the

Signal Processing Evaluation Laboratory (SPEL) jomputer system. A strong

signal-to-noise ratio case for the present data was used to optimize the

parameters of the two-dimensional matched filter.

Previous processing of the MPL data had been accomnplished in the two-

dimensional domain of figure 1 by convolving a model of the ridge with the

data surface. The advantages of the two-dimensional Fourier processing

reported here are the flexibility of the filter shape which can be changed to

accommiodate ridges of different skew, greater computational efficiency, and

the establishment of a simple, normalized detection statistic upon which an

automatic alert can be based.
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Figure 1. Example of data format with signal wave structure. Successive
segments of waveform amplitude vs range are stacked along the time
dimension.

The two-dimensional matched filter was as successful, but no more suc-

cessful, in detecting signal ridges within the data as the previously tried

processing. However, as shown in this report, the technique has the potential

for an implementation which provides an automatic alert when a ridge structure

is present. The skew of the ridge within the data can easily be compensated

by a simple change of the two-dimensional filter characteristics. Although

the amount of data processed was not sufficient in quantity to establish

performance curves for the automatic detection algorithm, the results of this

evaluation show that the technique has the potential for automatically

detecting the signal structure as an alert within the active sonar system.
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In the next section, the data and the two-dimensional filter are de-

scribed in more detail. The third section contains processed data and analy-

sis results. Finally, the fourth section presents concluding remarks and

suggestions for additional work.

2.0 DATA. DESCRIPTION MID FILTERING ALGORITHM

Figure 1 shows an example of the active sonar data format from the MPL

experiment. It is a three-dimensional graph with range as the x axis and timeI as the y axis, with time advancing from back to front of the graph. The sam-
ple spacing is 30 seconds per line and the z axis is the .. tive sonar receiver

amplitude on a linear scale.

A total of ten data segments assumed to contain the M-shaped ridge struc-

ture (as in figure 1) were chosen for processing. Also. several sets of data

containing different levels of noise were processed. Each data segment, with

the exception of the noise data, was approximately one hour in length. For

the filtering process, the segments were divided into 20-minute subsegmentsi and processed with a 50% time overlap. The segment numbers, along with the

start times of each subsegment, are contained in table 1.

Under the assumption that a signal detection occurs in a white, Gaussianj noise background, the optimum filter which maximizes the signal-to-noise ratio

is one which matches a replica of the expected signal. In this case, the

expected signal is a ridge skewed across the data frame.

The two-dimensional filtering operation can be performed either in the

time domain by two-dimensional convolution or in the two-dimensional frequency

domain by a multiplication. The frequency domain approach was chosen chiefly

3



Processing Start Time
Segment (Day, Hour, Min) Segment (Day, Hour, Min)

Q Ti 13, 20, 45 D14 15, 23, 12
13, 20, E6 15, 23, 22
13, 21, 06 15, 23, 32
13, 21, 16 15, 23, 42
13, 21, 26 15, 23, 52

T2 13, 22, 01 D15 16, 00, 18
13, 22, 11 16, 00, 28
13, 33, 21 16, 00, 38
13, 22, 31 16, 00, 58

T3 13, 22, 51 D16 16, 00, 18
13, 23, 01 16, 02, 21
13, 23, 16, 02, 31
13, 23, 21 16, 02, 41
13, 23, 28 16, 02, 51

D6 15, 07, 12 D17 16, 14, 53
15, 07, 22 16, 15, 03
15, 07, 32 16, 15, 13
15, 07, 42 16, 15, 23

15, 07, 52 16, 15, 33

D13 15, 21, 55 D18 16, 15, 55
15, 22, 05 16, 16, 05
15, 22, 15 16, 16, 15
15, 22, 25 16, 16, 25
15, 22, 35 16, 16, 35

Table 1. Starting times of the processed subsegments of 20-minute duration
and 50% overlap. All graphs which follow are normalized such that 0 minute
indicates the first time given in the above segments.

because of its higher computational efficiency. The discrete Fourier trans-

form pair is given by the equations:

1 M-i N-i
F (uv) = - f(x,y)exp[-i27r(ux/M + vy(N)], 1(a)

MN x=O y-0

for u = 0,1,2, ... M-1; v 0,1,2, ... N-i

M-1 N-1
f (x,y) = , F(u,v)exp[i27r(ux/M + vy/N)], 1(b)

U-0 v=0

for x = 0,1,2, ... M-l; y = 0,1,2, ... N-i.

The fast Fourier transform (FFT) is normally used to implement equations 1(a)

and I(b).
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Figure 2 presents the frequency transfer function and the impulse re-

sponse of the filter chosen as the model of the expected ridge. The width of

the frequency transfer function is narrower toward the center; this allows

same variation of the angle of the ridge in the data. The orientation of the

filter was obtained using a data frame with very high signal-to--noise ratio

(SNR). The width and orientation parameters were varied to obtain the best

performance.

3.0 DATA PROCESSING RESULTS

A preliminary look at the spectra for each line of these data showed a

very large amount of dc energy. Because of this, the first processing step

was to remove the dc so that it could not affect adjacent frequency cells.

This was done for each line along the x-axis of figure 1. Processing for the

ten data segments of table 1 was then performed according to the following

order of operations: FFT, filter, inverse FFT, display.

The detection criterion used initially was visual. For the ten segments

processed, very predominant ridge structure was found three times. These data

are shown in figures 3, 4, and 5, where the unfiltered data output is on the

top and the filtered output is at the bottom. These figures correspond to

runs D18, D17, and D6, respectively. In viewing figures 3, 4, and 5, the

filtered data are displayed on a magnitude squared amplitude scale and the

unfiltered data is on a linear scale.

The ridge in figure 3 is quite strong; in fact, the skewed ridge can be

seen in the unfiltered data on close examination. Note that in the unfiltered

graphs, twelve lines on either side of the data are set to zero. This zero-

padding reduces the effects of circular convolution interference along the

time axis. The data are not zero-padded in the x direction because circular

convolution effects were found to be small. For comparison, with the strong

SNR cases of figures 3, 4, and 5, figure 6 shows the typical filtered and

unfiltered data for the case of no ridge detection.
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Figure 6. (a) original unfiltered and (b) filtered data for run T3.

No ridge is detectable in this case.
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Since the criterion for detection was purely observation of the filtered

data plane, the idea of changing the display format was considered, The hid-

den line display format used thus far has the disadvantage of shadowing some

of the high signal spikes. The data from segments D18, D17, and D6 are shown

in figures 7, 8, and 9 using a density type format with darker shades indi-

cating higher amplitudes. The subsegments corresponding to the data shown in

figures 3, 4, 5 are shown in figures 7, 8, and 9, respectively. Scaling in

each segment is based on the maximum value for all subsegments; all five sub-

segments use this same maximum. The segment containing the data shown in

figure 6 is shown in figure 10a (run T3).

There are some interesting points to be made about the graphs. First of

all, circular convolution effects can be seen along the x-axis edges of the

graphs. The circular convolution can be recognized by a continuation of the

right edge of the graph onto the corresponding left edge and vice versa.

These edge effects can be seen particularly well in figure 10. Another inter-

esting effect that is noticeable in most of the graphs is particularly dis-

cernible in figure l1b (run D15). There are two stationary humps of energy,

one at the lower ranges of the graph and one at the higher ranges. In f igure

1 a, a noticeable ramp-type behavior where total energy increases or decreases

in amplitude with range is evident in the data. This ramp appears to change

with increasing range in a linear manner.* Other data segments showed this

same behavior.

in order to confirm that the "ramping" of the data is the cause of the

two energy humps, data simulating a ramp were qenerated and processed through

the filter. Figure 12 shows the ramp before filtering and the filtered

resultsi this confirms that the cause of the humps is a ramp underlying the

data.- The main importance of these humps is that they could mask the ridge

structure if the ramp amplitude is large enough.

An effort was-made to utilize a detection criterion other than visual for

these data.* The method selected was to use the ratio of the energy under the

filter to the total energy in the subsegment. The assumption is that a higher

number represents energy generated from one or more signals. Table 2 shows

the energy for all segments processed. The numbers with asterisks denote
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subsegments where definite ridge structure was seen. It was assumed that a

signal could have existed for all the segments, even though visual detections

were made only a small number of times. However, "noise only" recordings were

made and the same energy ratios computed as for the subsegments assumed to

contain a signal. These are listed at the bottom of the table for low,

moderate, and high noise level conditions. The noise-only filtered outputs

are also shown in figure 13 in a density format.

ENERGY RATIO

SUBSEGMENT

RUN a b c d e

TI 0.016 0.010 0.016 0.009 0.016

T2 0.011 0.013 0.021 0.018 ---

T3 0.018 0.010 0.013 0.023 0.021

D6 0.017* 0.031 0.048 0.039 0.034

D13 0.009 0.013 0.014 0.024 0.019

D14 0.013 0.020 0.019 0.012 0.014

D15 0.021 0.005 0.006 0.023 0.017

D16 0.019 0.017 0.017 0.015 0.012

D17 0.020 0.041 0.035* 0.046* 0.019

D18 0.023 0.014 0.016 0.029* 0.037*

NOISE:

Low 0.010

Moderate 0.018 0.029

High 0.024 0.017

Table 2. Energy ratios for each run computed by using the ratio of filtered
to total energy for each subsegment. Cases of visual detections are marked
by an asterisk. The noise energy ratios wre computed under the assumption no
signal was present. This was done using subsegments where no disturbance was
initiated. Three different noise levels were used.
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Note from table 2 that the highest values of the energy ratios occur in

runs D6, D17, and D18. These correspond to segments where visual detections

occurred. However, in the case of run D6, the subsegment where the ridge

occurred has a much lower value than the ratios for the rest of the run. It

is not obvious from an examination of figure 9 why the final four subsegments

of this run have such large ratios.

Some calculations were made to give more perspective to table 2. The

mean was computed first for runs Ti through D18 with the exclusion of sub-

segments with asterisks and second for the noise-only subsegments. These two

means were 0.018 and 0.019, respectively. If the 0.018 value is used as a

detection threshold over the entire data set in table 2, twenty-seven frames

have ratios exceeding the threshold. If the standard deviation is computed

and added to the mean, the threshold becomes 0.028 and ten frames exceed that

threshold. Finally, going one step farther and eliminating run D6 (which

seems to be anomalous), the result is six frames exceeding the threshold of

0.028.

Because of its anomalous behavior, the D6 data were discarded. A histo-

gram of the remaining data is shown in figure 14. Since the data frames were

overlapped, we know that if the ridge occurs in subsegment (d) at the middle

of the frame it must also occur in subsegments (c) and (e), lower and higher

in the frame respectively. For example, if we declare detection in D18 (d),

then (c) and (e) must also be put into the signal-plus-noise category. Simi-

larly, for D17, (b), (c), and (d) must be put into the signal-plus-roise

category. The portions of the histogram corresponding to these six frames are

crosshatched in figure 14.

From figure 14, it can be seen that the crosshatched region is shifted to

the right with respect to the rest of the data. This result gives confidence

that a false alarm and detection performance could be established as a func-

tion of threshold for a larger data set. That is, the filtering technique

followed by calculation of the energy ratio has promise for use as an auto-

mated detection device for this kind of data because the energy ratio tends to

separate the signal-plus-noise case from the noise-only case.
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Figure 14. Histogram of the energy ratio data of
table 2. Data segment D6 has been excluded because
of its anomalous behavior.

4.0 CONCLUSIONS AND RECOMMENDATIONS

The work reported here consists of a brief effort to use a

two-dimensional frequency domain filter to filter a signal ridge structure

from data. In spite of the fact t1h at the results are based on a very small

number of sample points, the overall results suggest that the structure can be

filtered out of noisy data.

Some of the most useful results to come from this work are directions for

further work. A more elaborate matched filter, possibly using a complex set

of filter coefficients, may improve the detection performance. Furthermore,

investigation of different transforms and mappings to put the data in differ-

ent coordinate systems may provide methods which would enhance certain struc-

tures. In addition, the statistics of the energy ratio data should be derived

to allow a systematic means for setting the threshold for a specified false

alarm rate.
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